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ABSTRACT

d acquisition studies have only been concerned with
els based on observed behavior for known reinforcement
reinforcement were taken into account when models
ming curves were developed as if the subject knew the
. The learning parameters were based upon a response
ed from Thorndike’s Law of Effect (Thorndike, 1898,

predict acquisition based on probabilistic values of rein-
limited perspective. We assert that underlying instrumen-
ondent conditioning steps take place. We also assert the
predict the occurrence of a following reinforcer decreases
as the time between them increases. Thus, a model is
.learmng curve changes over time as the subject’s behavior
cted legming curve becomes apparent data point by data
?obgl;h;; model. The r.esulting predicted behavior for one

served behavior, and an analysis is then carried

EACQuIsITION AND PREFERENCE

\ Ig;fl‘;rs:)we Studies with nonhumans essentially began
. 828\7/ Woodford, Boitano, Ducheny, & Peck,
. aughan, 1980; Myerson & Mizzen, 1980).
€Ct among schedules of reinforcement by
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onding has stabilized. Meliorat'ion is a
:sm will do if reinforcement conditions are
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an 0rga
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ement after 1P

ISt res
last reinforcer had been deliveii’in?;iilzzi aIfter one ed was Cdal’fot have momentarily dropped when key color;
have been a few such studies (Myersoal nterva rate woul ‘ﬂforcemem rate stayed constant. Anqther aspecf
1987). Preference experiments, in which Halle, ammed reit of change depended on the obtained rate O
ence real outcomes form 5 Organismng the mechanism forcement rather than the programmed rate

i an even smaller syh
1988; Bailey & Mazur, submitted; CommonsCl\?\iS
» Wo

Peck, 1982; Myerson & Mizzen, 1980). Corres
results are so few that a fairly detailed histor'porf1
Preference situations can be characterize()il )
which the stimuli associated with the responses ZS
For example, pecks on the red-left key (R,) are reip
on thc_t green-right key (Ry) are reinforced on an
expenment studies how an organism changes its be
ing set of stimuli. At the beginning of acquisition
in effect for a long time. Organisms show stable pref
constant choice probabilities or rates, The sched
resulting changes in response frequency or rate as pe
tute the acquisition data. r
In the short history of data based quantitat

i ed rate of rein
specific experiments wer

ified. .
jwere specificd: oy, and Peck (1982) examined
: , y, an

W'O‘)df%rd’ulsi?:;azoc in procedure as shown
nce oy

¢ analyzed at the time, and few

oncurrent cha
ere

of reinforced pecks across cycles, C;
G G G, C,

ement 1,
R, , leads to:
ement 2,
it Ry, leads to:  R-0
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schedule they used, completing requirement 1 (a VI-12

L f I TR
concurrent, schedules have been examined by My led to four trials (C, throug.h C,) desgr1bed by t}ile pa(tite(:)rfnﬂ(:e llll‘w\{“- | le
Myerson & Mizzen, 1980). He placed pigeons response was reinforced, it was delivered at the en o \:.‘ \‘
whose values (programmed reinforcement frequene ement is indicated by 0. The length of C; was 3 seconds. In “m‘- (hl

edule (V1), after a variable length with a mean of t seconds it H[
reinforcer, the first response is reinforced. Commfms, hﬂ“‘\\ ‘M‘
¢ interested in relating the value of reinforcement obtained J\ ‘
jon to the value obtained in the situation where reinforcement L h" !
iminated. In a discrimination situation, some form of‘re- |i
hich schedule has been in effect previously. Correct indica- |
Concurrent chains, in which completing one schedule 1§ads
pied at the suggestion of Nevin (1978, personal communica-
ed that concurrent schedules were better understood than
Ies for assessing preference. The Commons, Woodford,
idway between others in that the brief obtained rates of
d, but steady-state values of obtained reinforcement were
- titration procedure was used, in which reinforcer values
OICE outcome, and shifts toward stability were recorded.
H€C other data based studies. Dreyfus (1985, March; 1985,
€ data on what happens with concurrent schedules when
ﬁu‘;:ilt_report of that data is forthcoming. Myerson and Hale
100 of preference using concurrent schedules. They

In such a concurrent schedule, each response
contingency was reinforced (SR+). The clock fo
even though responding on the other schedule
for time-based reinforcement schedules, respondi
likelihood that responding on the right would be

Myerson and his associates proposed the Kinetic
tion data. For example each of the schedules ¢o

R, = S withp = .
R, = S withp = .2

The word ratio reflects that fact that there is a ratic
n, to the 1 response that is reinforced (Reynolds
schedule, a response is reinforced with probabilit
feld & Cole, 1972).

At the same time, two other groups of researc €
of preference. First, (Herrnstein, 1982; Herrnstel
Herrnstein, 1987) set forth their notion of mehorg 1
established his matching law as a model deseit
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snggest that their data is inconsiste
with their kinetic model.

Most recently Bailey and Mazur

nt with 5

(Bailey, 0§
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s of conditioning generally refer o classical {tespor-
de}ian instrumental (operant) conditioning. irBsshers
et thAK eob, 1987) is the most prominent EXgeilan

ran the simplest experimen

the simpl t. They fi lin el 1

choice situation ettt A nﬁn er(sit ast;lblhze i 198213’and respondent conditioning and develops neural

(Vaughan, 1981), probability learning (E;ltr:ber ' Opiesr 2:1 long history of relating these two forms of condition-
S, | ()« re

Relating Instrument
al Pref
Neural Networks -

This paper presents a con i
cnnceived of as two steps of :;I;)t:)lr?:léﬁ?l(lcluog 3
pilot models integrating the reduction anz ol
Woodford, & Ducheny, 1982), a model onthfef |
These models are of a behavioral nature andij E
models of the same processes (Grossberg 198(? )
to network modeling of the acquisition of’ refere
aspects of neural networks is that they are fgrm: P
data but also modeling neural network processe 1

Flowchart of Ex;;

RIGHT
green

\ 4

NER
red

FIG. 8.1.

Flowchart of experiment.

nce to CJ:

hat operant and respondent condition are sepa-
e factor theories suggest that although there are surface
edures, the underlying processes are the same. Q.ur ;trategy
ant conditioning is related to respondent c.ondiiioning and
hat the methiods used for respondent conditioning may be

snditioning -

oG suggeSt t

, Betwee1 Operant and Respondent Conditioning

| the acquisition of operant preference, one must draw upon
studies of respondent (classical) condition. We identify and
petween the two to show why our reduction of operant to
ing is necessary in order to use respondent conditioning

iing and respondent conditioning cannot be immediately
serant conditioning, an environmental stimulus (S) followed
forcer never produces a response, whereas in respondent
Second, in classical conditioning there is no necessity to
ed response (CR) with an unconditioned stimulus US or
™). Third, simple classical conditioning between the envi-
and the stimulus that elicits the operant response fails. The
red stimulus that elicits the operant response is an uncondi-
n classical conditioning, presentation of the environmental
y an unconditioned stimulus leads to conditioning. In the
nting the environmental stimulus followed by the (us) that
esponse leads to extinction of the operant response. Although
- _t limited to these three, these distinctions are specifically
onditioning and respondent conditioning cannot be immedi-
rcf:c?(e réllte; by reducing operant conditioning to respon-
- fol%owuin on honv we conceive of the contingencies n
™ behavior;g reduction of operant to respondent (‘:cin.dition-
. rrl;ndels of operant preference acquisition are
4 & DUChenm llne features of ihe Commons and Woodfoid
. T Yy, 1982) model w1.th features of the Herrnstein

- Together, the reduction and behavioral models

Sprin ]
B gboard, from which a neural network of preference

|
|

| \I|
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y are going 1o do before they do
phylogenetically,
is what

e wgware” Of what the
. idence, that as one goes up

: v
here 18 oode . £
- n of this unconditioned response,

It is
argued here that the functions o
of opera internalization
o5 MOT® regularized:

from the functi
ncti :
functions of Of?enrsai?(i PrOfpertles of responden
establish nt reinforcement are th % ularly
ment of discriminati € streng occurs I¢g )
response is not spontane ve C.Omrol by.eved S 3 is why the response occurs
to certain appropriate St(i)usll}{ emitted behavior. : in the value of the reinforcer,
muli 3 i i
The two extr. : ; For gxample if you dri
) a requirements e [ !
theories are the two responde that presetve the ¢ qot recall many of the details of the s
salience or “what to do” pairi:; ptalrmg steps i . drive is chunked 1nto large seg.men;;, in
that precede th step, in whi ) re reflective antention. °, BOW
e o ch do not requ ' ]
themebyhiB gl “Wh[;frtan(tj rSsponSe (R/UR,) beco ome inuch more aware of your surroundings. This does
contro TR ?, 0' Fo receive reinforceme o higher order verbal terms, such as long words, in which
O pairing step, in which the ly plan or reflect upon each syllable. If the spelling is to

conditioned response
p complex (US-CR,) is paired i -y s o

stimulus (S,/NS). T i
e 7t VIV hat)cirche subject thereby learns “wh erve as an anchor for the theory to follow. A pigeon is
UmS{REEESE s in a Skinner Box for the first time. The pigeon sees grain

In res

tioned StIi)I(I)IILII?S;I t(g);d;;l(;?izfdthe ﬁ?St step is unn q hears the click assoc‘iated with its activation'(an e)?ternal

(b); ‘the-ordinisTpE T y salient to the sut nd and sight of the ll.t hopper (NS/S,) are paired with the

circumstancesnicsii barn to make the ope (US,). The key peck is the response, and eagh ke.y color
een exposed to vario ith one rate of reinforcement. When a change in reinforce-

responding within one situati :
A e situation will not lead to ge ace, the value of the key color changes. The conditioning
: srain (CS) comes to produce the conditioned response, that 18,

W, ’ .
e ntsmal neoniioned sinates RN
o imulus (us). This us is

way of writing the stimulus properties of the brain e
regponse (R). 1t is the inferred cause of the o "
palr'ed with a reinforcer (S*'/US), the response I()c
excitement elicited by the (S*'/US). It is a simple €
makes the us salient. The new compound is writte
do not di‘fferentiate the stimuli and responses. A
response in another layer. The salience of the us i
pairing with the final reinforcer (S* /US). Thus, &
tsipl)](l)nses to the us.while these pairings are 0cc
€ a constant reinforcement rate loses its salie
automatic.
; };fthe value associated with an environmental Stf
g ora key) and the cr that represents the value
past reinforcement are compared to the density ©
ment.. If the values are discrepant, this elicits an e
assoaaFed with each stimulus, the us and the Sy:
us leading to changes in the vigour of one of the
Partly from thesc observations, we make the {

The Reduction
of Operant 53
to Respondent Condition /-ngond/t/on/

the environmental aspect elicits the

more and becomes habituated.

the subject no longer detects
ve your car a particular route
urroundings through
d the details control
ver, you become

“What to Do" Pairing Step (1b)

fer-us-—-> R 0———[US, - UR}/S"* - UR,
ents pigeon click and
pecks tight of

key hopper

@ o "Motive" Pairing Step (12)

bS8 /SP
Pigeon is confronted with
colored keys (3)

O” P R .
airing Step (1b): Salience

sin)loen ctgre:e e?rrkl: er just before the US becomes salient as
Pairing it ;Nithe sallche of the decision to peck the key
SUlt of this th? ar1‘.1Val of the hopper and ingesting the
pairing is that the decision to peck the key
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MODELS

response is now elicited by the environmental stimulus.
sthien reinforcement schedules are altered should depend
nce w

(US) 1s now salient, because the

stimulus it produces, (CR,/CS pairing elicitg ¢

») as diagrammeg :
cr—(US—=CR,/CS,)~R °i8
exci g
cltement,  (pecks the coloreg &
! possib] 5 Y

image of the reinfOrCZrmOre freque Three Pairings

¢ result in the following chain of events:

f L USISY (6)

pigeon is confronted with the lit keys,
of repeated pecks to a given key. The

Before conditionin
g, these responses o
of EI}‘m. hopper and the ingestion of foégIEZI/JCSZ) K
his proposed pairing step 1b has be =

SI/SD,(MS——CRZ/CSQ—'R. o

~ the next time that the

(1952) theory, one r €n antici
s ole of th ’ LTI
Tolman’s (1932) theory, the (jsﬁnal reinforcing - complex WSCR,ICS., :
; comes to elicit a only strengthening of responding. For example, this model
trengthens responding. The responses, however, are

g ment S ;
with the behavior that is being punished (Alkon, personal

pary 23, 1990; Hull, 1952). Increasing the rate of making
onse, increases the value of the outcome by decreasing the

r i .
rsg;i(())l;(i?:;g( CljeSz/.CThat s, the activity of preparin
i zthSz) of past reinforcements and d
i n that previous activity and the reinfo
‘ alled events l.eads to the action being experi ¥
lztlerpr;tatlon is slightly different. As subjectz r:: ba
exc(i)tr:d l;f:l}f), they recall the outcome of similalr) a
»sali i
and the sensZ it: ;l?: ;iellljt‘i/z;:hli?iite“? . thet}flOOd o
. een i
E:;?t?es is experienged as the reason to ait?r?[‘\}lll -,' f the acquisition qf .a‘sin
ICEEISEAISE that their acts are purposeful and vol ended to the acquisition of preference. In the mor
an illusion, because memory is elicited, but is not he role of value of the final reinforcer is emphasized rather
2
“of conditioning in mind, the Bailey and Mazur data were
hope of developing a pilot model that could be simulated by
These pilot models are our first attempt to model preference
o not test the notions that they are based on. Commons and
e a very general notion of such neural nets. The interest here
of rpodels that are restricted to the “pigeon view of preference”
perimenter perspective. They postulated that any frequently
0 a stimulus will lead to the slow development of a “cell
parts of the brain. Such cell assemblies are capable of acting
53’:5&3:}‘ a}r:d interacting Y’vith other such systems. A.series of
e 191;;5:1 faguence. The phase sequence copstltutes the
o prefere;lceerynste.m & Vaughan, .1989) or learning process.
. reiﬂforcemems(ljtul?non here, 1earn1r}g 18 postulated. to occur
. elivered for responding on each key 1s alteresl.
onance Theory (ART) model (1980; chap 4 in

ent.

Two-key Preference

gle operant responsc to respondent
e complex

The “When to Do” Pairing Step: Environ

In order for respondent conditioning to occur (i.e
key3 R, follows the environmental stimulus of int ;
the 1nterqal stimulus that elicits the reaching for the g
men‘fal stimulus, (), must be salient. After a sufﬁci
the “What to Do” step, the internal unconditioned st
complex, (US-CR,/CS,), as modern theories of class
tosh, 1974; Rescorla & Wagner, 1972) would sugges
lu.s, (S)), will also be salient because it has previous
with (US,/S™). Thus, the internal event, us-CR/CS
w.1th the neutral environmental stimulus, /NS,
stimulus into a conditioned stimulus, CS;.

D
CS/S” ——~——————= S CR, R) =0
perception of arrival of Change ~
colored keys hopper, pigeon gets foo freinfornce}x(;lC : relnforcemg nt density creates a discrepancy
dentarily v ent obtained historically over the short range and
- When the reinforcement density changes, there is a

the C .
R, the reinforcement predicted by the us, and the

The “When to Do” pairing results in a esponse '
1€ us elicitg .
some motivational CR, which some consider an

stimulus, §,. Thus, the probability of pecking 4 &
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‘ , 3 C, = choice

€Xpectation of a given reinforcement densi 3

(us) also reflects an expectation of whatrlt;l::yi)aTe ff fz(Mz) 1 (M) gd(l\fﬁl+n2+ﬂ3 M,+n,+n,+n; 0,
The discrimination of this discrepancy makesg thg | M, 1 M1+n1+n2 Ml 40, M,+n,+nstn,
paired again with the environmenta) S, that ig mlgs 7 ] M,+1n, MZ ta, M,+n;+n,

paired with the (US,/$*"). Together, the more-oftere i M, +n, ()
vigorously elicited (Estes, 196 F

9; Grossberg, 19824
¢ for the relativizatjo
one key to the respons

e, B - Hermstein, & Rachp:
individual strengthening of each response in the tw

Mizzen, 1980). The sum of the rates increases with aj

ment. The relative rates stay constant if the relative
constant.

There is substantial evidenc

ini f the length of a

- ng the effect 0
- o i membered
' B { variable, the rate at which the re by
g seconds- " d according to the average ra

djuste h
ases, can be adjustee it is not how muc
e (‘leclr'er experimental situation. Hence, 1t 1115 r;time relative
e rease in value, but simply length o ding to
acauses the e n the particular environment. According

i . Id
e lclviESgth of the average reinforcement dela}ii:r(:tled
. mla:rley long delay after the subject has already ca
a partici

ill affect

to a different rate of occurrepce .Of events V\;li g

- IO other words, the subject will give more w gember

. In ; ' - '

rCe::latively large time delay between remflorctegz,imerests "

N i f time. In
eriod o

-+ reinforcer for a longer p : it

; ttre:;n reinforcement, the subject would developfa. p{ewening
bed\:hvered reinforcement with the least amount of 11

The Effect of the Time Between Reinforce

Three time-related variables (Commons, Woodford.
acquisition. Each is identified with the effect that reinf
behavior over time. The first is time scheduled asso
ford, Boitano, Ducheny, & Peck, 1982), or the time
to the choice that it affects. Another is the relative tim
the change in time lapse between reinforcers over seve
choice cycles. The assumption here is that the subject
the key with the shorter time delay between reinforce
the number of intervening events between reinforce _
case is measured in terms of events passed rather the

Time allocation for responding to changes in sc
mechanism for characterizing melioration or learning
subject is reflected in how it spends its time (Common
1982). This model hopes to demonstrate that even
interact to determine allocation according to the mate
allocation can be determined by response to schedule

Our pilot models for acquisition are also based u
Noise Model developed by Woodford (Commons, WO C
They describe the memory of an event, such as reinfo
value plus some random noise term. For each subse
noise term is added to previous memories, so that Ov€
more indistinct. For a four cycle experiment, for €

predict the following memory values when the time
Here, M, is the memory of whether or not there was
n, is the noise term associated with that cycle. g

Commons, Woodford, and Trudeau (in press) hafv
model predicts the hyperbolic decrease of the effe

o] for decrementation of reinforcers ovF:r time, tkEf) sm:;?gtzg
a learning algorithm that captures the time alloc(:)a i = gﬁoration
errnstein, 1982; Herrnstein & Vaughan, 198 V3 e
bject will modify its behavior so that the relagve a S
the relative obtained reinforcement. Her§, with two ra s
Sts’ behavior will stabilize on the richest reinforcement sche

ses on determining what happens when the density of relnggrie(—i
nd how the time allocation of choices that result can R 1;1;
On and delay functions (Commons, Mazur, Nevin, & F;ac al’l
15 of Bailey and Mazur’s data presented her.e deviates 1romVer
ing their own. Our pilot models examine remfgrcer value od 1
eloping that fit based on the entire data set. This general mode
€ the total value of cach reinforcer, each decremented for tlmt?’
®1ed up to a given point in the experiment. T.h i et
¥ of all previous reinforcers yields the total remforcement ad
Atime. This sum of all previous reinforcer values 1s t.hen us;
MVIOr of the subject on the succeeding choice P?rlOd' . ISt
for each chojce period, reassessing the value of reinforcers
tin the experiment. We compared these predictions f0 data.
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" LINEAR NOISE MODEL

of Any Given Reinforcer
. Time Hyperbolically

Method

Four pigeons were run on sever,
box. In each experiment, two

and one with a green light. A

pellet of food, or not reinforced
selected.

. The probabili.ty of reinforcement on either key S
different probability pairs were each Tun twice, wi
on one key first and then on the other. Probabili
effects of greater or lesser difference in probability
and discrimination between values of probabilities
was run on a special series of trials designed to b
a given key as close to 0.5 as possible, and then g C
was slowly introduced. The data we are using g
sessions that were run after the transition sessio

1 ; '
i 800 trial Sub-expe o Effe

Cys were transi]y 1 d Syer
peck on either key e =c

atall, with g proba s
R1 S

The Pilot Models

e T

TIME

i inforcer de-
near noise model. The effects of any given reinfo

In the Linear Noise Model, the effect of any given 1
as a decrementing hyperbolic function, as sho

tepresent the decrease of the two reinforcer values o
t,and t,,,, respectively. The total value of both re
of the two decrementation functions at time T. T
time t; and t,,, is the relative time between reinfore
total value at time t;,, of R1 can be expressed: 1

€ fime.

nber of reinforcers that have been deli.vered up tf) tm;e Zr,l ;2;;2
of the jth reinforcer when it was dehvere;d at .tlrfne;c é ,r et

) is the hyperbolic decrementation of the jth reinfo

eeot%.each reinforcer decrements hyperbolically,.the conmb}lll—
er at the moment it is delivered is infinite. Th1§ reﬂects :1 €
the subject will choose at the moment the choice 18 mz.lbe;
after, the contribution begins to drop off. Because the contribu
the moment the reinforcer is delivered, its value cannot be
the difference of the values of the reinforcer at the moment ?f
ibution to behavior one time unit later, is similar to Mazur's
Onstant, [ 3
10Gel assumes that the value of any reinforcer when it is given
I time unit after the reinforcer is given the value of the reinforcer

R,(t)

Ri(6: 555 (= v

where R (1)) is the weight assigned to the reinforcer
(t,; — t) is the time elapsed at t,,, since the reinfc
possible value for R,(t) is the inverse of the tim
previous reinforcer, or delrat,_,. This inverse wo!
reinforcers that were delivered with little intervenin
forcers preceded by large time delays contribute le
for decrementation (Commons, Woodford, & Truc

Similarly, the total value of all reinforcers at tiD
hyperbolically decremented sum of the values of a
T. That is;

|

R.

Total r n
reinforcement = S}ﬂn R

attime T

- 2o 1 (10)
i (&, _ti)_(X+ o=}
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ther, discrete step function with an

ields a smoo
forcers are delivered

w

here x represents the time that b
e

rease as long as rein

reinforee
This ¥

away, this value
i would be 1/2
valu , three -
rei ¢ of several such reinforcers w € Ume unjgs 4 4 :
einforcers at some poistt i ould be the gy respondmg to in¢ :
This method of eValuatI'n time. [ but a local tendency tO decrease as reinforcers decrement
1 Ing rei : Y,
tion, so called bec & reinforcers s ¢ intervals- W
k ause th i eu in .
possible reinforcem ¢ value is unweighteg ~ possible total reinforcement function 18 shown later for
€ D N b . o 5
Here, units of time arr: ShChedme might produc:i’1 - rs. The bumps indicate that a reinforcer was delivered just
b o an overall increase to the function.
ere discontinued, the function would drop off,
on where the subject ceased

forcement W
ever reaching
ment for s01A¢ type of behav
ehavior if favor of some ty
y, if possible. The subject would, ho
' f behavior did at on¢ point elicit rein
B ent would never theoretically reach 0.

e interval that was chosen for the task of calculating these

models we evaluated was the number of intervening events.
nt, this is equivalent to the number of key pecks between
% of this time scale solves tWo problems. First is the question
= most accurately represents decrementation, and second is the
umber of intervening events from the original decrementation
¢ questions will be more fully addressed later.

wn along the x axis wh

he total value of 4 t
1 0. Imagine a situati

ior. Eventually, the subject would
pe that did deliver reinforcement
wever, always remember
forcement, and thus the

sh(?wn along the y axis. T
point is indicated by the d i
ey ! . otted line, whj
iy Va;:::;a(t;;)n f)f reinforcer R, (since thal:lfsht,hun
Wtk thremfgrcem(?nt 10 time units alo 6_0
As can be s:ex b_ e 3
‘ noncominuousr:: V the graph in Figure 8.3, the g
o O furve over units of time that’ can
0 reinfn orcer graph, but cannot be ace )
ey dc.)rcemenF. For this reason, the tut
AT flscrete' time intervals, ané the \(/)
i (ié or which ‘the value is being caa
g any.) that will be delivered on that
nowing whether reinforcement will o
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I e
‘latency’ (the delay between li
of one) was ignored, and only
manner, the weight of each I
occurred because there were,
forcers than there were events
second was smaller:
Weighting term for model: ;

#1

ghting the righ¢ and le
the trial jtse]f Was coypg
einforcer was given 3 |,

N OF BAILEY'S ANALYSIS

pARISO SRESENT ANALYSIS

w|TH THE

as a rule, more tenths ¢
> and the reciprocal of ¢h

BAILEY'S FITS

 RESENT FITS

: 52
91 R-squared:
+ 091,

#2

\
tenths of g second S

eve
These regressions on the w

g 8 &

hole varied little from tho

0,
< % @o"@, o -
. 8 uo,
because the weighting terms differed but not significa i Aight- 12, Left - 02 ;4: .
More interesting are the pilot models run without the .. 8
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